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a b s t r a c t

Word recognition systems use a lexicon to guide the recognition process in order to improve the
recognition rate. However, as the lexicon grows, the computation time increases. In this paper, we
present the Arabic word descriptor (AWD) for Arabic word shape indexing and lexicon reduction in
handwritten documents. It is formed in two stages. First, the structural descriptor (SD) is computed for
each connected component (CC) of the word image. It describes the CC shape using the bag-of-words
model, where each visual word represents a different local shape structure, extracted from the image
with filters of different patterns and scales. Then, the AWD is formed by sorting and normalizing the SDs.
This emphasizes the symbolic features of Arabic words, such as subwords and diacritics, without
performing layout segmentation. In the context of lexicon reduction, the AWD is used to index a
reference database. Given a query image, the reduced lexicon is obtained from the labels of the first
entries in the indexed database. This framework has been tested on Arabic word databases. It has a low
computational overhead, while providing a compact descriptor, with state-of-the-art results for lexicon
reduction on the Ibn Sina and IFN/ENIT databases.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Arabic word recognition is an active field of research [1–6].
Most word recognition systems (WRS) use a lexicon, which is
made up of a set of accepted words, to limit their output to valid
words. The recognition rate is improved by testing all the lexicon
word hypotheses, although this is achieved at the expense of a loss
of recognition speed. A processing time as long as 4 s for a single
word [7,8], even in competitive Arabic WRS, is not acceptable in an
industrial context. Lexicon reduction methods have been devel-
oped to alleviate this problem, which dynamically reduce the
lexicon based on the input images. Unfortunately, the reduction
process is prone to error, in which it may discard the true label of
an input image. If this happens, not only does the accuracy
decrease, but also the WRS will not recover the true label. The
sources of error are the same as those for word classifiers, which
are affected by the handwriting variability [9] of individuals, and
even of a single individual, and the level of degradation of the
documents, which is typically high in historical texts [10]. Lexicon
reduction methods must manage the difficult trade-off between

reducing the size of a lexicon and maintaining a high level of
accuracy on the retained word hypotheses. In other words, these
methods must improve the WRS processing speed without
decreasing its recognition rate. In addition, a successful lexicon
reduction system must be efficient to compute, in order to
minimize its impact on the WRS processing speed, and it should
capture discriminative lexicon word shape features to provide
good performance.

Unlike Latin script, Arabic script is written from right to left,
and the alphabet is composed of 28 letters instead of 26 (Fig. 1).
The shape of the letters is dependent on their position in the word,
and is usually different if they are at the beginning, middle, or end
of a word. Six letters (‘ ’, ‘D’, ‘D’, ‘R’, ‘Z’, and ‘W’) can be connected
only if they appear in a final position; if they appear in initial or
medial position, a space is inserted after them and the word is
broken into subwords. Several letters share the same base shape
and are only distinguishable by diacritics in the form of one, two,
or three dots appearing above or below the shape. The features of
Arabic words are illustrated in Fig. 2.

The problem of lexicon reduction was initially investigated for
Latin script. The simplest method is based on the length of the
word, as it allows discrimination between short and long words.
The most common feature extracted from a word image is a
sequence of ascenders and descenders [11]. The sequence is
matched against features extracted from synthetic images of
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words in the lexicon, using regular expressions [12] or the string
edit distance [13]. Then, lexicon reduction is performed by
discarding the unmatched lexicon entries. More advanced
features are often used in combination with an analytic classifier.
Zimmermann and Mao [14] form a regular expression from key
characters, which represent an unambiguous recognition of a
character-level classifier. Bertolami et al. [15] propose an HMM
based on shape code models, where each shape code represents
multiple letters. Then, a list of regular expressions is obtained from
the top ranked shape code sequences of the HMM.

Research on lexicon reduction has been given new impetus in
recent years with the increasing interest in Arabic script [16].
Novel methods are being built, based on the specificities of Arabic
words, and they can be classified into two groups. One group of
methods considers only the diacritic information and subword
counts, ignoring the subword shape. Mozaffari et al. [17] proposed
the first of these methods, in which the lexicon is pruned based on
the estimated number of subwords, and then the diacritics are
categorized according to their types (1, 2, or 3 dots) and their
positions relative to the base shape (above or below); finally, a
sequence of diacritics is formed and matched against synthetic
models of the remaining lexicon words. The diacritic categoriza-
tion step has since been improved by Wshah et al. [18], thanks to
a better estimation of their positions and the use of a convolu-
tional neural network to recognize their type. The other group
of methods considers the subword shape, and is based on the
skeleton image. Chherawala and Cheriet [19] propose a spectral
method for indexing skeleton shapes, where the skeleton is
modeled as a weighted graph using topological and geometrical
features. Lexicon reduction is then performed by indexing a
reference database of subword shapes and selecting the labels of
the top ranked database entries. Asi et al. [20] propose a hier-
archical organization of subword skeleton shapes, where the
bottom layer represents the original shapes and the top layer their
coarse representations. The shapes of a given layer are simplified
and then clustered to form the next level. Given a query shape, the
lexicon is reduced by traversing the hierarchy in a top-down
fashion and by skipping the less promising clusters.

In this paper, we propose to represent the shape of Arabic
words using the Arabic word descriptor (AWD). It encodes the
shape of the image connected components (CCs) while emphasiz-
ing the symbolic features of Arabic words, such as subwords and
diacritics.

A structural descriptor (SD) is used to encode the shape of each
CC, based on the bag-of-words (BOW) model [21], which has been
successful for image retrieval and classification [22–25], as well as
for shape matching [26]. A set of pattern filters representing
different patterns at different scales is used to extract local features,
called the pixel descriptor (PD), for each foreground pixel of the CC
skeleton image. The PDs are assigned to their nearest visual word
from a predefined codebook of the feature space. The SD is then
formed as a histogram representing the number of occurrences of
each visual word. The SD is well suited for lexicon reduction,
because it allows efficient shape matching by vector comparison.
Finally, the AWD is formed by sorting and normalizing the SDs of
all the CCs. It incorporates information about the shape and the
count of the subwords and diacritics into a single vector, without
performing any word layout analysis. In the context of lexicon
reduction, the AWD is used to index a reference database of word
shapes. The labels of the top ranked database entries form the
reduced lexicon. We show the AWD's high performance for lexicon
reduction with low computational overhead.

This paper is an extension of the work published in [27]. In
particular, the extension of the methodology includes a larger set
of filters for image feature extraction. The experimental evaluation
has also been significantly improved, by combining lexicon reduc-
tion with word recognition tasks.

The rest of this paper is organized as follows: Section 2 explains
the pixel descriptor concept. Section 3 describes the structural
descriptor formation. Section 4 explains the Arabic word descrip-
tor formation. Section 5 gives an overview of the lexicon reduction
system. Section 6 presents our experimental results.

2. Pixel descriptor

The pixel descriptor (PD) is a feature vector which describes the
local shape structure. It is computed on the skeleton image, which
highlights the shape structure. Note that only the skeleton pixels
are considered, as they provide the most information on the shape
of the word. The PD is formed from the output of various image
filters, called the pattern filters. We first describe the pattern filters
and PD formation, and then we provide a structural interpretation
of the PD.

2.1. Pattern filters and pixel descriptor formation

Pattern filters are designed to detect specific structural patterns
at a given scale around each skeleton pixel of the skeleton image.
We assume that the skeleton image I is binary, having skeleton
pixels with a value of 1 and background pixels with a value of 0.
For computational efficiency, we have chosen rectangular filters,
because they can be efficiently computed using the integral image
[28]. We define a family of five patterns to describe the local
structure of skeleton images. The patterns comprise a square and
four lines of orientations: 0, 45, 90, and 1351 (Fig. 3). The square
filter is the most isotropic, given the rectangular filter constraint.
All the filters are square windows of width w, which also
represents their scales, with masked areas to form the pattern.
The square pattern has no mask, the 01 and 901 lines are masked
by two rectangles of size w �w=4, while the 451 and 1351 lines are
masked by two squares of size w=2�w=2. The patterns are similar
to the Haar-like features, the difference is that the value of masked
area is ignored instead of being subtracted.

Fig. 1. Arabic letters with their ISO 233 transliteration.

Fig. 2. An Arabic word with its subwords (solid lines) and diacritics (dashed lines).
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Each pattern filter defines a specific neighborhood around the
skeleton pixel and it counts the number of skeleton pixels falling
inside their patterns. The output of the filter is normalized by the
filter scale. Considering the filter as an image, the value of the
pixels of the pattern area is 1, and the value of the pixels of the
masked area is 0. The output f of a filter F of scale w at a pixel of
position ðx; yÞ of the skeleton image I is given by

f ¼ 1
w

∑
0r i;jow

Fði; jÞ � I xþ i� w
2

j k
; yþ j� w

2

j k� �
ð1Þ

where Fði; jÞ and Iði; jÞ are the values of F and I at the position ði; jÞ
respectively, and ⌊�c represents the floor function. The values
outside the bounds of I are considered to be 0.

The PD is then formed from the concatenation of the output of
n pattern filters PD¼ ½f 1…f i…f n�T , where fi is the output of the
filter Fi. All the filters Fi are unique, and are differentiated either by
their patterns or by their scales. Each filter provides a different
insight into the pixel neighborhood. The PD is therefore a
signature of the local structure surrounding the pixel.

2.2. Structural interpretation

The outputs of the pattern filters composing the PD provide a
geometrical and topological interpretation of the skeleton pixels
(Fig. 4). When the response of a line filter is close to 1 for a given
skeleton pixel, a local skeleton curve has the same orientation
as the filter. The case of the square filter is more interesting.
A response close to 1 indicates that the skeleton pixel belongs to a
simple curve structure (curve with no self-intersection), while
responses that are significantly smaller and bigger are indicators of
pixels in the neighborhood of end points and branch points
respectively. Therefore, the square filter is an indicator of the local
skeleton topology. All these considerations only hold on the
condition that the filter scale is small enough to not be perturbed
by spatially close structures.

3. Structural descriptor

The structural descriptor (SD) is a feature vector describing
word shapes. It is based on the BOW model, which represents
the distribution of image features extracted at selected keypoints.

The skeleton shape image is considered to highlight the shape
topology and the geometry. All the skeleton pixels are considered
as keypoints, as it has been shown that dense sampling provides
better results for lexicon reduction [29]. Given a set of pattern
filters, a set of PDs fPD1…PDpg is extracted from the skeleton
image, where p is the number of skeleton pixels in the image. In
order to build the codebook, the entries of the PDs are normalized
to zero mean and unit variance across the reference database. The
PD is quantized using the k-means algorithm, which outputs k
pixel prototypes, representing the skeleton image visual words.
The SD of a given skeleton image is built by first assigning each of
its PD to the visual word of its nearest prototype and then forming
a histogram from the number of occurrences of each visual word
in the image. The process of the formation of the SD is shown in
Fig. 5 and summarized in Algorithm 1.

We consider that the SDs are embedded in the vector space Rk.
Using the Euclidean metric, the complexity for computing the
distance between two SDs is OðkÞ. Given two structural descriptors
SD1 and SD2, representing two different shapes, where SD(i)
represents the ith entry of the descriptor, the distance between
the two SDs isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
k

i ¼ 1
ðSD1ðiÞ�SD2ðiÞÞ2

s
ð2Þ

The distance is commensurate with the number of unmatched
visual words. This approach is therefore similar to the pairing of
similar substructures between two skeleton images. It is adapted
to the description of Arabic word shapes, as the vector quantiza-
tion provides some tolerance to handwriting variability.

Algorithm 1. Structural descriptor computation.

Input: shape image; pattern filter set E; database pixel
descriptor statistics (mean and standard deviation); k-
means prototypes fPig

Output: Structural descriptor
Compute the shape skeleton
Compute the pixel descriptor for each skeleton pixel using E
Normalize the pixel descriptors with the database statistics and

assign them the visual word of their nearest Pi
Form the SD as the histogram of the visual words in the

skeleton image

4. Arabic word descriptor

The SD is holistic which means that it considers the image as a
whole. This approach fails to incorporate symbolic information
related to the various units forming the Arabic words, i.e. the
subwords and the diacritics. In this section, we adapt the SD to the
Arabic word descriptor (AWD), which further integrates informa-
tion on the subword counts and diacritics. We assume that the
subwords and the diacritics correspond to CCs of the image. First,
the SD of each CC is computed. Then, like the idea introduced in
[19] that was never developed, the SDs are sorted in the descend-
ing order with respect to the number of pixels in their respective
CC skeleton. This ordering is expected to rank the largest subwords
first and the diacritics last. The sorted descriptors are then
concatenated into the Arabic word descriptor AWD¼ ½SD1…
SDc�T , where c is the number of CCs in the image and SDif g are
the sorted CC descriptors (1r irc) – see Fig. 6 for an illustration.
This ordering has three main advantages:

� It avoids the difficult task of explicit classification of the CCs
into diacritics or subwords, as confusion arises with single
letter subwords [18].

Fig. 3. Pattern filters. The gray areas are masked.

Fig. 4. Response of pattern filters. (a) Original word shape. (b) Response of various
pattern filters on the skeleton image.
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� It avoids spatial ordering of the CCs, which is also a difficult
problem because Arabic subwords can overlap each other
horizontally, and the vertical ordering for the diacritics is based
on the estimation of the baseline, which is a problem in itself
[30].

� It is more tolerant to changes in topology, such as touching,
broken or missing CCs like diacritics, as in most cases these
modifications have a relatively small impact on the number of
pixels in the original CC.

As the SDs are sorted, the first entries of the AWD will be more
prominent than the last entries. In order to give equal importance
to the subwords and the diacritics, all the AWD entries are
normalized to have zero mean and unit standard deviation. The
AWD size is set to contain m SDs. If the number of CCs in an image
is smaller than m, the AWD is padded with zeros (absence of CCs).
Otherwise, it is truncated.

5. Lexicon reduction system

5.1. System overview

The lexicon reduction system is based on the shape indexing. A
reference database is composed of word shape images with their
corresponding labels Li. The set of labels contained in the database
forms the application lexicon, and so each lexicon word must be
represented by at least one image. The more the images there are
per lexicon word, the better the modeling of handwriting varia-
bility. This database is processed by computing the AWD for each
of its images, given a set of pattern filters for local feature
extraction. During the lexicon reduction phase, the system takes
a word image segmented from the original document as input.
First, the AWD of the query word is computed, and it is compared
to the AWDs in the reference database in the AWD vector space.
Then, the reference database entries are sorted in the ascending

order, according to their distance from the query word AWD.
The reduced lexicon is finally obtained by considering the labels of
the first maxrank entries of the sorted database, where maxrank is a
parameter provided to the system. Then, the reduced lexicon is fed
to the word recognition system. This lexicon-reduction system is
illustrated with images segmented at the subword level in Fig. 7.

5.2. Performance measure

When a query word is submitted to a lexicon-reduction system,
two criteria are important to assess its performance. The first is
accuracy, with value 1 if the reduced lexicon contains the true
label of the query word, otherwise 0, in which case the WRS is
bound to fail. The second is the lexicon-size reduction, which is
expressed as 1�R=L, where L is the size of the original lexicon and
R is the size of the reduced lexicon. If we consider accuracy and
reduction as random variables over a test dataset, their expected
values are noted as the accuracy of reduction α and the degree of
reduction ρ respectively. A system with an accuracy of reduction
and a degree of reduction that are both close to 1 achieves good
performance. However, it is difficult to optimize α and ρ at the
same time, as a high degree of reduction increases the chances
that the true label will be discarded. The reduction efficacy η¼ α �
ρ is also used as a unified measure. In this case, a lexicon-
reduction system is evaluated using α, ρ, and η [13].

6. Experiments

6.1. Databases

We evaluate our approach on two Arabic word databases. The
first is the Ibn Sina database [31], which is based on a commentary
on an important philosophical work by the Persian scholar Ibn
Sina (Fig. 8). It contains 60 pages from a manuscript copied by a
single writer, and is labeled at the subword level. This represents
approximately 25,000 subword images and 1200 different classes
using archigrapheme label encoding [19], which ignores diacritic
information. The first 50 pages are used for the evaluation of our
lexicon reduction system. The second is the IFN/ENIT database
[32], which contains the names of Tunisian cities and villages
(Fig. 9). Approximately 400 writers participated in its creation. It is
labeled at the word level, and contains 26,459 word images
representing 946 classes. It is composed of five sets (A, B, C, D,
and E), the first four being used for the evaluation of our lexicon
reduction system. As the image resolution is high in this database,
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Fig. 5. Formation of the structural descriptor. (a) Shape image. (b) Set of extracted pixel descriptors, given the skeleton image and a set of pattern filters. (c) Assignment of
each pixel descriptor to the visual word of its nearest pixel prototype. (d) Structural descriptor: histogram of the occurrence of visual words. (e) Illustration of the structure
encoded by each visual word on the original shape, the shape pixels are shownwith the color of their pixel prototypes (for clarity, the original shape image is shown, instead
of the skeleton image). (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

Fig. 6. Construction of the Arabic word descriptor (AWD)—see text for details.
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it has been decreased by 2 to improve the processing speed. Also it
brings both databases approximately to the same scale.

6.2. Experimental protocol

The skeleton image is obtained with the thinning algorithm of
MATLAB. Then, a set of 40 pattern filters is used for the feature
extraction, containing the five patterns (square and lines at 0, 45,
90, and 1351) each at eight different scales (5, 9, 15, 21, 25, 31, 41,
51). The largest scale is bigger than the average size of the
database subwords. No feature selection algorithm has been used

because the total number of pattern filters is small. Therefore, the
only free parameters of the system are m, the maximum number
of CCs in the AWD, and k, the number of pixel prototypes.
The choice of m is guided by the level of segmentation of the
database. For the Ibn Sina database, labeled at the subword level
with archigraphemes encoding, the AWD is built from only one CC
(m¼1). This setting allows us to focus on the subword body and
implicitly ignore the diacritics. For the IFN/ENIT AWD, m is set to
20, in order to take into account all the subwords and most of the
diacritics, even for large words. For the choice of k, different values
have been tested on a subset of the database (results not shown).
For Ibn Sina, the values {10, 20, 30, 40, 50, 60, 70, 80} were
considered, and we obtained the best results for 60 but with only a
slight improvement of performance over 50. We therefore favored
the simplest model among these two and chose k¼50. For IFN/
ENIT, the values {1, 5, 10, 15} were considered. These values are
smaller than that for Ibn Sina, in order to limit the total size of the
AWD (k�m). The best results were obtained for k¼5. For the
construction of the SD, the seeds of the k-means clustering are
initialized using the k-meansþþ algorithm [33].

Our framework is evaluated by cross validation. The whole
database is split into 10 folds for the evaluation (outer folds),
where the folds are each considered successively as the test
database and the remaining folds form the reference database of
the system. The results on the outer folds are averaged, in order to
provide a measure of performance on the whole database.

The experiments are performed on a computer with a 2.3 GHz
AMD Phenom(tm) 9600B Quad-Core processor, 4 GB of RAM and
Windows 7 Enterprise as OS. The code is single threaded, and has
been implemented as MATLAB scripts, except the feature extrac-
tion with pattern filters which has been implemented in Cþþ .
The processing times are given for this configuration.

6.3. Lexicon reduction performance

The results of the lexicon reduction performance on both
databases are shown in Fig. 10. The degree of reduction ρ is
plotted for different accuracies of reduction α. The degree of
reduction remains high, even for α470%, and then it drops
quickly with a large standard deviation as α approaches 100%.
Detailed results are shown in Table 1 for specific reduction
accuracies. The system performs better on the Ibn Sina database

Fig. 8. Text sample from a page of the Ibn Sina database.

Fig. 9. Sample words from the IFN/ENIT database.

Fig. 7. Lexicon reduction system overview.
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than on the IFN/ENIT one. In particular, for α up to 70%,maxrank ¼ 1
on the Ibn Sina database which means that the SD would achieve a
recognition rate of 70% by considering the label of its nearest
neighbor. Some results of the reference database indexing are
shown in Fig. 11.

Representative pixels of visual words are shown in Fig. 12
(figure best viewed by zooming on a computer screen). A different
color is assigned to each visual word. Note that the pixels are
clustered according to their topology and geometry, with a
different color for branch points and end points, as well as for
different orientations.

The proposed approach produces compact descriptors. The
AWD is a 50D vector for the Ibn Sina database, and a 100D vector
for the IFN/ENIT database. Also, the computational overhead is
relatively small. The average processing time for each word, from
the raw image to the formation of the AWD, is 7.0 ms on the Ibn
Sina database and 14.0 ms on IFN/ENIT. The average time of
lexicon reduction for each query word against the full database
is 5.0 ms on Ibn Sina and 6.7 ms on IFN/ENIT.

6.4. Analysis of the ADW formation steps

The AWD formation relies on two main steps, sorting the SDs and
normalizing its entries. In this section, we analysis the relevance of
these two steps for lexicon reduction. First, we compare the proposed
sorting approach, based on the number of pixels of each CC's skeleton,
against three simple approaches based on the position of each CC.
These approaches sorts the CCs from right to left based on three
different criteria: the right end, the left end, and the centroid
horizontal position of each CC. All the formed descriptors are
compared with and without normalization. The IFN/ENIT database
is used for this experiment. The database is separated into 10 folds,
nine folds form the reference database and the last fold the test
database. The results are shown in Table 2 for target accuracies of
reduction of 90% and 95%. We first notice that for all the sorting
approaches, the normalization increases the degree of reduction.

Among the position based sorting approaches, the best results are
obtained for the right end criterium. This is certainly linked to the fact
that Arabic is written from right to left. For α¼ 90% and with

Table 1
Lexicon-reduction performance on the Ibn Sina and IFN/ENIT databases.

α (%) Ibn Sina IFN/ENIT

ρ (%) η (%) ρ (%) η (%)

90.0 99.870.0 89.8 92.171.0 82.9
95.0 97.471.2 92.6 82.171.8 78.0

Fig. 11. Database indexing based on the AWD. For each row, the first element is the
query word image, while the remaining images are the first elements of the sorted
reference database. The elements sharing the same label as the query are
surrounded by a solid line box. (a) Ibn Sina database. (b) IFN/ENIT database.

Fig. 12. Visual words on Ibn Sina and IFN/ENIT databases. The original word image
(black) and its partition into visual words, where each color corresponds to one
visual word. For clarity, the partition is shown on the original image instead of the
skeleton, using the visual word color of the nearest skeleton pixel. (a) Ibn Sina
database. (b) IFN/ENIT database. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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descriptor normalization, the right end approach is slightly better
(1.4%) than the proposed approach based on the number of pixels.
Nevertheless, for α¼ 95%, it is clearly outperformed (6.5%) by the
proposed approach. It shows that sorting based on the number of
pixel is more robust than position based criteria for high accuracy of
reduction.

6.5. Combination with a holistic word recognition system

The chosen holistic WRS performs recognition at the subword
level. Each subword is described by the square-root velocity (SRV)
representation [34]. The subword contour is projected on a
Riemmanian manifold, where it is represented as a sequence of
velocity points normalized by their square-root velocity. This
representation is invariant to scaling and rotation, but the rotation
invariance is removed for this application. The SRV is also tolerant
to elastic deformations, which often occur during the handwriting
process. The dynamic programming algorithm from [35] is used
for optimal SRV sequence alignment. The subwords are classified
using a nearest neighbor classifier (1-NN) with the SRV metric.
This system has been implemented in Cþþ , and is evaluated on
the Ibn Sina database, with the first 50 pages used as the reference
database and the remaining 10 pages as the test set. The pixel
prototypes are computed on the reference database, and then the
SDs are formed for the whole database. During recognition, lexicon
reduction is implicitly performed by ignoring all the reference
database entries with a rank larger than maxrank in the indexed
database.

The recognition rate, along with the actual degree of accuracy
and degree of reduction on the test set, as well as the average
processing time per subword, is shown in Table 3 for different
values of maxrank, expressed here as a percentage of the size of the
reference database. The value of maxrank goes from 0.1% of the
reference database up to 100%, which corresponds to the case
where the WRS is run without lexicon reduction. We can see that,
as maxrank decreases, the accuracy of reduction and the classifier
recognition rate both decrease, while the degree of reduction

increases. A high accuracy of reduction is achieved with maxrank as
small as 1% of the reference database, for a system 75 time faster
and a drop in the recognition rate of just 0.6% compared to the
classifier with the full lexicon.

The speed improvement is commensurate with maxrank, as only
the entries ranked below it are considered during the nearest
neighbor search. The computation of a single SRV distance is
0.26 ms, and the matching against large databases takes several
seconds. Therefore, database indexing is needed for fast Arabic
handwriting recognition using shape analysis methods, such as
the SRV or the shape context [36]. In the general case of holistic
WRS, where there are as many word models as there are entries in
the lexicon, the speed improvement is commensurate with the
degree of reduction.

6.6. Combination with an analytic word recognition system

The analytic word recognition system is based on the well
known HMM. We implemented the system proposed in [37] which
we first describe. A set of 16 concavity features is extracted from
the word image using the sliding window approach. The frame
width is of six pixels, and there is an overlap of three pixels
between consecutive frames. The delta and acceleration features
are also computed, leading to a total of 48 features for each frame.
An HMM model with six emitting states and a mixture of
64 Gaussians per state are trained for each symbol of the alphabet.
The word-level HMM is built by concatenating the HMMs of the
symbols forming the word. During the recognition, all the word-
level HMMs of the lexicon are tested and the word hypothesis
having the highest likelihood is chosen as the recognized word.
We used the HTK [38] implementation of HMM to build this
system. It has been trained on the sets A, B, C, and D of the IFN/
ENIT database, and tested on the set E.

Here as well, the pixel prototypes are computed from the
training sets and then the AWDs are formed for the whole IFN/
ENIT database. The lexicon is dynamically reduced using our
approach for different values of maxrank. The results are shown in
Table 4. We see that the accuracy of reduction drops progressively
with respect to maxrank. Therefore, it is harder to achieve a high
performance for both the accuracy of reduction and the degree of
reduction. A good compromise between the classifier recognition
rate and the average processing time per image is achieved by
considering maxrank ¼ 15%, for a drop of the recognition rate of
3.2% for a speed improvement of approximately 20%, compared to
the WRS with a full lexicon.

6.7. Combination with a dense descriptor

The AWD preserves only to a small extent the image spatial
coherence because it is based on the BOW model and the SD
sorting ignores spatial relations. Therefore, we combine in this
section the AWD with a descriptor preserving the spatial

Table 2
Comparison of different AWD steps for lexicon reduction.

Sorting approach Norm. ρ (%) ρ (%)
(α¼ 0:90) (α¼ 0:95)

Right end 91.8 73.7
✓ 93.6 77.3

Left end 83.6 58.2
✓ 88.6 62.7

Centroid 85.2 63.4
✓ 90.8 67.5

Num. pixel 87.3 72.3
✓ 92.3 83.8

Table 3
Lexicon reduction influence on a holistic word recognition system on the Ibn Sina
test set.

maxrank (%) α (%) ρ (%) Classifier
recognition rate (%)

Avg. proc.
time (ms)

100 100 – 86.2 6376
15 93.5 85.1 86.2 893
10 93.4 87.9 86.1 608
5 93.0 92.4 85.9 320
1 91.6 98.0 85.6 85
0.1 87.9 99.7 83.3 35

Table 4
Lexicon reduction influence on an analytic word recognition system on the IFN/
ENIT set E.

maxrank (%) α (%) ρ (%) Classifier
recognition rate (%)

Avg. proc.
time (s)

100 100 – 88.1 4.7
15 95.5 45.5 84.9 3.9
10 92.5 55.8 82.6 3.8
5 85.9 70.3 77.7 3.5
1 64.7 89.7 60.5 2.8
0.1 32.6 98.2 31.6 1.4
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coherence to alleviate this shortcoming. Descriptors based on the
dense sampling are eligible for this purpose [39], and we chose the
HOG descriptor [40]. It decomposes the image into small regions
called the cells, and a histogram of gradient orientation is
computed for each cell, with normalization over larger areas called
the blocks. The AWD and the HOG descriptor are combined using a
weighted concatenation: ½β � HOGT ; ð1�βÞ � AWDT �, where
β¼ ½0;1� is the weight parameter.

In order to compute the HOG descriptor, all the database
images are first centered inside a fixed size image to align them.
Also, the HOG descriptor has one free parameter, which is the cell
size. It controls the scale at which the descriptor is extracted, and
it has a direct influence on the length of the descriptor; a small cell
size leads to a large descriptor which has important memory
requirements for large databases. Different values have been
tested on a subset of the databases (results not shown). For Ibn
Sina, the values f5;10;15;20;25;30;35g were considered, and we
obtained the best result for the value 30. For IFN/ENIT, the values
f20;25;30;35;40;45;50g were considered, and we obtained the
best result for the value 20. The lexicon reduction performance of
the AWD and HOG combination for α¼0.95 and for different
values of β is shown in Fig. 13. First, we observe that the
performance of the HOG descriptor alone (β¼1) is similar to that
of the AWD on Ibn Sina, with ρ¼0.96. Nevertheless, on IFN/ENIT,
the HOG performance is better than that of the AWD, with
ρ¼0.89. This result highlights the importance of spatial coherence.
Nevertheless, the AWD is complementary to the HOG descriptor
because it implicitly includes symbolic information. The best
degree of reduction is obtained for β¼0.9 on Ibn Sina (ρ¼0.98)
and for β¼0.75 on IFN/ENIT (ρ¼0.93), which is a significant
improvement. Global descriptors have the advantage to preserve
the spatial coherence, but they increase the memory requirement,
the HOG descriptor length is of 465 and 2790 for the Ibn Sina and
IFN/ENIT databases respectively. We used the VLFeat implementa-
tion of the HOG descriptor [41].

6.8. Comparison with other methods

The proposed method has been compared with other available
approaches (Table 5). The ideal diacritic matching method extracts
a sequence of diacritics directly from the subword label and
reduces the lexicon by removing unmatched sequences. Therefore,
it represents an upper bound for all the methods based only on

diacritic matching on the Ibn Sina database, as there is no error in
the sequence extraction process. The sparse descriptor and the
Arabic word descriptor come from the earlier version of this work
[27], where only a single square pattern filter is used. The other
methods were briefly detailed in Section 1. Our method combined
with the HOG descriptor shows the best reduction efficacy on both
databases. Furthermore, only the descriptor-based methods (AWD,
HOG) are competitive at both the subword and the word level.
Note that, because a training set and a testing set were not clearly
defined in the previous experimental protocols, we used cross
validation to estimate our system parameters. Our protocol is
therefore slightly different from the one used in previous methods,
but we believe that the results are comparable.

Also, we discuss the computational cost of the proposed
algorithm with the other methods. First, we discuss the lexicon
reduction strategies. We distinguish between the methods based
on subword counts and diacritics [17,18] and those based on shape
descriptors [19,27] such as the proposed method. The first kind of
methods has a complexity of OðLÞ for lexicon pruning based on the
subword count, and OðL0 �M �M0Þ for lexicon reduction using the
string edit distance, where L0 is the size of the pruned lexicon from
the first step, M the average lexicon string length and M0 the query
image string length. The total complexity is OðLþL0 �M �M0Þ.
The descriptor-based approaches have a complexity of OðN � DÞ
for the nearest-neighbors search in the reference database, based
on the Euclidean distance, where D is the size of the descriptor
database and N the size of the descriptor, and OðmaxrankÞ to
retrieve the distinct labels of the retrieved nearest neighbors.
The total complexity is OðN � DþmaxrankÞ. Theoretically, methods
based on the nearest-neighbors search with the Euclidean metric
have a lower computational cost than those based on a string edit
distance. The drawback of the latter has been alleviated by first
pruning the lexicon entries with a less costly approach, such as
pruning based on the subword count.

We now compare the feature extraction cost for the methods
based on shape descriptors. The W-TSV has a complexity of OðFÞ
for the thinning algorithm, where F is the number of foreground
pixels of the image, OðpÞ for the skeleton keypoints detection,
where p is the number of pixels of the skeleton, OðtjV jðjEjþ
jV jlog jV jÞÞ to build the DAG with the Dijkstra algorithm, where
jEj is the number of edges of the DAG and jV j its number of
vertices, and OðjEjÞ for the descriptor extraction from the DAG. The
total complexity for the W-TSV computation is OðFþpþjV jðjEjþ
jV jlog jV jÞþjEjÞ. The AWD has a complexity of OðFÞ for the thinning
algorithm, Oðn � pÞ for the n pattern filters application and finally
Oðk � n � pÞ for the descriptor computation from the pixels descrip-
tors. The total complexity is OðFþn � p � ð1þkÞÞ. The AWD is a less
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Fig. 13. Lexicon reduction performance of the AWD and the HOG descriptor
combination for different values of β. Results shown for α¼0.95.

Table 5
Comparison with other lexicon-reduction methods.

Database Method α (%) ρ (%) η (%)

Ibn Sina Ideal diacritics matching 100 75.0 75.0
W-TSV [19] 90.0 92.9 83.6
Sparse descriptor [27] 90.0 95.2 85.7
HOG [40] 95.0 96.2 91.4
Proposed method 95.0 97.4 92.6
Proposed methodþHOG 95.0 98.4 93.5

IFN/ENIT Subword and diac. [17] 74 92.5 68.5
Improved diacritics [18] 94.6 85.6 81.0
W-TSV [19] 90.0 83.6 75.2
Arabic word desc. [27] 90.0 90.1 81.1
HOG [40] 90.0 97.6 87.8
Proposed method 90.0 92.1 82.9
Proposed methodþHOG 95.0 93.7 89.0
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abstract descriptor than the W-TSV. Therefore, its complexity is
more dependent on the number of skeleton pixels than the W-TSV.
Nevertheless, it provides a greater flexibility of representation
through the different number of filters and pixel prototypes. The
complexity of the HOG descriptor is OðcÞ, where c is the number of
cells of the image.

7. Conclusion

In this work, we proposed an Arabic word descriptor for word
indexing and lexicon reduction. It encodes the shape of each
connected component of the image through a structural descriptor
(SD) based on the bag-of-words model. The sorting and the
normalization of the SDs emphasize the symbolic features of
Arabic words, such as the subwords and the diacritics. Experi-
ments on Arabic word databases demonstrate the suitability of the
AWD for lexicon reduction, thanks to its computation efficiency
and high accuracy of reduction. In future work, the AWD will be
combined with complementary shape representations, in order to
improve its performance for very high accuracy of reduction, and
spatial constraints will be directly added as features. In order to
reduce the impact of the errors introduced by the lexicon reduc-
tion system, a rejection mechanism will be added at the output of
the word recognition system. The broader scope of this work is to
reduce the processing time of individual word recognition
systems, so that multiple word recognition systems can be run
efficiently, in order to improve the recognition accuracy by
combining their outputs.
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